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ABSTRACT

Safe and independent navigation remains a major challenge for visually impaired
individuals, particularly in dynamic and unstructured environments. Existing assistive
systems predominantly rely on proximity-based auditory or haptic alerts, which provide
limited contextual information and often fail to support real-time decision-making. This
paper presents Smart Pathfinder, a smartphone-based assistive navigation system that
delivers real-time, context-aware obstacle detection with meaningful auditory feedback.
The proposed system utilizes continuous video streams processed through the Gemini
API to detect and classify obstacles, estimate their relative distance and direction, and
generate natural-language voice alerts. Implemented using Flutter and Dart, Smart
Pathfinder operates efficiently on standard smartphones without requiring specialized
hardware. The system is evaluated across diverse real-world navigation scenarios,
demonstrating high detection accuracy, low processing latency, and strong user
acceptance. Experimental results indicate that Smart Pathfinder significantly outperforms
conventional proximity-based assistive solutions in terms of situational awareness and
responsiveness. The proposed approach provides an accessible and scalable foundation
for intelligent assistive navigation and offers a pathway toward future integration with
augmented reality—based smart glasses and multimodal guidance systems.
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INTRODUCTION

Safe and independent navigation without visual cues remains a fundamental challenge
for individuals with visual impairments, significantly affecting autonomy, social
participation, and quality of life. Globally, more than 285 million people experience visual
impairment, a substantial proportion of whom rely on assistive mobility aids for everyday
navigation. Despite decades of research and development, enabling real-time, reliable
environmental awareness in complex and dynamic settings continues to be an open
research problem.

Conventional assistive tools, including white canes, ultrasonic canes, and wearable
vibration-based devices, primarily provide proximity-based alerts to nearby obstacles.
While these technologies enhance basic spatial awareness, they offer limited semantic
understanding of the environment. Critical information such as obstacle identity, spatial
orientation, and relative distance is typically unavailable, forcing users to make navigation
decisions with incomplete contextual knowledge. Moreover, these systems often
underperform in crowded or rapidly changing environments, where timely and accurate
perception is essential to ensure user safety.

Recent advances in artificial intelligence and computer vision have enabled the extraction
of high-level semantic information from visual data, creating new opportunities for
intelligent assistive navigation systems. Camera-based wearable devices and
smartphone applications have demonstrated the potential to detect objects, recognize
scenes, and provide auditory descriptions of the environment. However, many existing
solutions depend on manual user interaction or cloud-based processing pipelines,
introducing latency and limiting their effectiveness in real-time navigation scenarios.
Furthermore, specialized hardware requirements and high costs restrict widespread
adoption, particularly in resource-constrained settings.

Modern smartphones offer a compelling platform for assistive navigation, integrating high-
resolution cameras, dedicated Al processing capabilities, and multimodal output
interfaces within a compact and affordable form factor. Leveraging these capabilities, this
study proposes Smart Pathfinder, a smartphone-based, Al-powered navigation assistant
designed to deliver real-time, context-aware guidance for visually impaired users. The
system processes continuous video streams using the Gemini API to detect and interpret
obstacles in the user’'s immediate environment. Unlike conventional proximity-based
systems, Smart Pathfinder generates semantic descriptions that include obstacle type,
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relative position, and approximate distance, conveyed through low-latency text-to-speech
feedback.

By providing continuous, hands-free, and context-rich auditory guidance, Smart
Pathfinder aims to enhance situational awareness, reduce cognitive load, and support
safer independent mobility in real-world environments. The contributions of this work lie
in the design and implementation of a low-latency, high-accuracy obstacle detection
framework optimized for smartphone deployment, as well as a comprehensive evaluation
of its performance under realistic navigation conditions.

OBJECTIVES

The primary objective of this study is to design, implement, and evaluate a real-time, Al-
powered navigation assistant that enhances mobility and safety for visually impaired
individuals using commonly available smartphone hardware.

The specific objectives of the study are:

1. To develop a real-time obstacle detection system capable of processing live
video streams on a smartphone with minimal latency.

2. To identify and classify obstacles in the user’s environment and determine
their relative position and approximate distance.

3. To provide context-aware auditory feedback using text-to-speech technology
for intuitive and hands-free navigation assistance.

4. To ensure system accessibility and affordability by eliminating the need for
specialized or expensive hardware.

5. To evaluate the system’s performance in terms of accuracy, responsiveness,
and usability in real-world navigation scenarios.

LITERATURE REVIEW

Navigation and obstacle detection for visually impaired individuals have been a long-
standing research area within assistive technology. Early developments primarily focused
on replacing or augmenting the ftraditional white cane using electronic sensing
mechanisms. Ultrasonic-based assistive devices such as SonicGuide, NavBelt, and
Ultracane utilized distance measurements to detect obstacles and provide auditory or
vibrotactile feedback!'l 1261 81 [121 [131  These systems significantly improved obstacle
awareness but were limited to detecting object presence rather than understanding
environmental context. Additionally, ultrasonic sensors struggle with detecting sofft,
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narrow, or elevated obstacles and are sensitive to environmental noise, which reduces
reliability in real-world settings!’ .

To address these limitations, researchers introduced infrared, laser, and radar-based
sensing techniques, either independently or in combination with ultrasonic sensors?! ['4]
['61  While sensor fusion improved detection accuracy, these systems increased
hardware complexity, cost, and power consumption, making them impractical for
everyday use by visually impaired users.

The emergence of computer vision and machine learning marked a major shift in assistive
navigation research. Camera-based wearable devices enabled object recognition, scene
understanding, and text reading capabilities. Systems such as Or Cam My Eye and other
smart glasses demonstrated the potential of real-time visual interpretation through deep
learning algorithms!'4 [81 [18] [141 - Despite their effectiveness, these devices are often
expensive and require specialized hardware. Furthermore, many rely on cloud-based
processing, introducing latency and raising privacy concerns, particularly in time-critical
navigation scenarios?” .

With the widespread adoption of smartphones, mobile-based assistive applications
gained significant research attention. Applications such as Microsoft Seeing Al, Google
Lookout, and similar research prototypes leverage smartphone cameras and embedded
Al models to perform object detection, optical character recognition, and scene
description?™l 1301 211 ['3] 21 These solutions are comparatively affordable and widely
accessible; however, most require manual user interaction, such as pointing the camera
and initiating scans. This disrupts natural mobility and limits continuous real-time
navigation support, which is essential for safe independent travel® .

Recent research has increasingly explored deep learning—based object detection models
such as YOLO, SSD, and Faster R-CNN to improve detection speed and accuracy in
assistive systemsl?!l 1261 291 Although these models enable real-time performance on
modern devices, challenges related to computational load, battery consumption, and
robustness under varying lighting and weather conditions persist?4 .

Augmented reality (AR) technologies have also been investigated for assistive navigation.
AR-based systems provide spatial audio cues, directional guidance, and environmental
overlays using smart glasses or head-mounted displays!! 2 B9  These systems enable
hands-free operation and enhanced situational awareness. However, their high cost,
limited availability, and social acceptance issues hinder large-scale deployment®'! .
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In addition to sensing and perception, feedback mechanisms play a critical role in
assistive navigation systems. Studies comparing auditory, haptic, and multimodal
feedback indicate that audio-based guidance is intuitive but can interfere with
environmental sound perception, while haptic feedback requires training and may be
cognitively demanding? [ . Achieving an optimal balance between information richness
and cognitive load remains a key research challenge.

Overall, the literature reveals that existing assistive navigation solutions face persistent
challenges, including dependency on specialized hardware, high cost, cloud-processing
latency, limited adaptability to dynamic environments, and inconsistent user feedback!®
(91 . These limitations highlight the need for an affordable, real-time, and context-aware
navigation system that operates on commonly available devices.

The proposed Smart Pathfinder system builds upon these research findings by utilising
smartphone-based computer vision and on-device processing to deliver continuous, real-
time auditory guidance. By eliminating specialised hardware requirements and minimising
latency, the system aims to enhance accessibility, usability, and safety for visually
impaired users in diverse real-world environments.

RESEARCH METHODOLOGY

Smart Pathfinder is a lightweight, real-time mobile navigation application built with Flutter
and Dart, designed to deliver reliable auditory assistance on this research adopts an
applied experimental methodology, focused on evaluating the real-time performance of
an Al-powered mobile navigation assistant for visually impaired individuals.

1. Research Design — A mixed-methods approach combining quantitative
performance evaluation and qualitative user feedback.

2. Participants — 15 visually impaired users and 10 sighted users simulating low-
vision navigation.

3. Data Collection — Real-time video streams captured from smartphone rear
cameras; controlled indoor and outdoor scenarios.

4. Evaluation Metrics — Detection accuracy, latency, user comfort, navigation
success rate, and adaptability.

5. Ethical Considerations — Informed consent obtained; no personal data stored;
secure API processing used.
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Figure 1 : Mythology Framework of Smart Pathfinder

The process starts with defining the research design, then selecting participants (visually
impaired users and sighted users simulating low vision). Data is collected through real-
time video streams in both indoor and outdoor scenarios. The system is evaluated using
metrics like detection accuracy, latency, user comfort, navigation success, and
adaptability. Ethical considerations such as informed consent, data privacy, and secure
processing are ensured throughout. Finally, all results are combined and analyzed using
a mixed-methods approach to draw reliable conclusions.
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Standard Smartphones. The application continuously captures video input from the
device’s rear camera at approximately 10-15 frames per second. To ensure efficient
processing, each frame is first optimized through spatial resizing, noise suppression.

The pre-processed frames are then transmitted to the Gemini object detection service,
which identifies surrounding entities and returns structured information, including object
labels, spatial boundaries, and detection confidence values. Using these outputs, the
system determines the relative position of objects within the user’s field of view,
categorized as left, centre, or right, and estimates their approximate distance from the
user.

To translate visual data into user-friendly guidance, a language interpretation module
synthesises the detected information into brief, context-aware sentences such as
“‘Obstacle detected two meters ahead” or “Vehicle moving from the right side.” These
messages are converted into spoken alerts through an integrated text-to-speech engine,
delivering natural and intelligible audio feedback within 1.5 seconds of detection.

The entire pipeline functions in a continuous real-time loop, enabling uninterrupted
situational awareness. By relying solely on a smartphone camera and cloud-based
processing, Smart Pathfinder minimizes hardware dependencies while maintaining
responsiveness, making it practical for everyday use and scalable for real-world
navigation support applications.

DISCUSSION / ANALYSIS

The empirical findings from comprehensive field trials and user assessments underscore
the consistent and formidable operational capabilities of the Smart Pathfinder system. Its
performance remains robust under a wide array of environmental conditions and
navigational challenges, demonstrating notable resilience. A cornerstone of its
effectiveness lies in the synergistic combination of exceptionally high object and obstacle
detection accuracy with imperceptibly low processing latency. This dual technical
achievement translates directly into a tangible, qualitative improvement in user
experience, fostering a profound sense of confidence and fluid, uninterrupted mobility.

In participant feedback, the qualitative nature of the system's guidance was frequently
praised. Over 88% of trial users characterized the auditory and haptic feedback not
merely as functional, but as instinctively comprehensible and consistently trustworthy,
forming a reliable cognitive map of their immediate surroundings.
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A comparative analysis with conventional assistive technologies—such as the simplistic
echo-location of ultrasonic canes or the ambiguous directional pulsing of vibration-based
wearables—reveals Smart Pathfinder's substantive advancement. It transcends basic
proximity alerts by delivering unparalleled clarity in spatial orientation and enriching the
sensory experience with layered, descriptive environmental cues. This represents a
paradigm shift from simple obstacle avoidance to context-aware navigation.

The investigation also yielded critical insights into the system's current constraints. Two
principal limitations were delineated: a measurable degradation in sensor performance
under conditions of poor ambient lighting, and a foundational reliance on high-bandwidth,
stable internet connectivity for core processing functions. These identified constraints are
not merely shortcomings but serve as critical waypoints for subsequent development.
They directly inform a roadmap for future iterations, specifically pointing toward the
integration of embedded, on-device processing models capable of fully offline operation,
and the exploration of advanced visual overlays through augmented reality (AR)
interfaces. These proposed enhancements aim to solidify system reliability in all
environments and deepen the user's immersive interaction with their navigational path.

By implementing lightweight deep learning models on edge devices like smartphones or
embedded platforms, SMART PATH can use on-device or offline processing to lessen
reliance on constant internet connectivity and improve system stability. By removing the
need to send visual data to distant servers, local real-time obstacle detection and
classification lowers latency, permits continuous operation in low-connectivity conditions,
and enhances user privacy. The system is more reliable, user-friendly, and appropriate
for outdoor, rural, and emergency situations thanks to the use of offline text-to-speech
engines and pre-trained recognition models, which guarantee smooth audio feedback
without network connectivity.

RESULT

The experimental evaluation of the proposed system demonstrated strong detection
performance across various scenarios. The model achieved an accuracy of 94.8% for
stationary obstacles and 91.3% for dynamic objects, demonstrating reliable perception in
real-world environments. The average end-to-end processing latency was 0.98 seconds,
which satisfies real-time operational requirements and ensures timely user feedback.

User-based comparative trials highlighted the effectiveness of Smart Pathfinder in
practical navigation tasks. Participants successfully avoided 92% of detected obstacles
when guided by Smart Pathfinder, compared to an avoidance rate of only 68% when
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using traditional beep-based assistive systems. These results emphasize the advantages
of context-aware, speech-based guidance over non-descriptive alert mechanisms.

Energy efficiency assessments conducted on mid-range smartphones revealed a
consistent operational duration of 4-5 hours under continuous usage. Additionally,
participant feedback reflected significant improvements in spatial awareness, navigation
confidence, comfort, and independent mobility, indicating strong user acceptance and
practical usability of the system.

Due to reduced illumination and image contrast, the SMART PATH system's
effectiveness may decline in low light or at night, leading to noisy RGB inputs, poor
detection accuracy, missed obstacles, and delayed auditory notifications. In addition to
training models on supplemented low-light datasets to increase robustness, image-
enhancing techniques such as histogram equalization, adaptive gamma correction, and
deep learning-based low-light enhancement can be used to address these issues.
Furthermore, accurate obstacle identification independent of ambient lighting is enabled
by integrating infrared, depth, or thermal sensors and using sensor fusion with ultrasonic
or LiDAR modules. This improves system dependability, user safety, and practicality.

CONCLUSION

Smart Pathfinder marks a notable step forward in the domain of assistive navigation
systems. By integrating smartphone-based vision sensing with intelligent object
recognition and context-aware spoken guidance, the proposed solution addresses key
shortcomings of traditional proximity-alert devices that rely on non-descriptive feedback.
The combination of semantic understanding and natural-language audio output enables
users to perceive their surroundings more intuitively and safely.

The system’s cost-effectiveness, scalability, and real-time responsiveness make it well-
suited for daily use without requiring specialized hardware. Its deployment on widely
available mobile platforms further enhances accessibility and adoption potential. Looking
ahead, future work may focus on incorporating augmented reality—assisted spatial cues,
on-device inference for offline operation, and user-adaptive auditory profiles to further
improve personalization, robustness, and user experience.

ACKNOWLEDGEMENT

The authors would like to express their sincere gratitude to Nikunj Jain, the team leader,
for his leadership, dedication, and effective coordination throughout the research work.
The authors are deeply thankful to their respected research paper guide, Dr. Fateh

S28 SAMVAKTI
Page No. 9 JLfOURNALS


https://www.samvaktijournals.com/partner/author/nikunjjain294_1633

Smart Path: An Instantaneous Obstacle Alerts with Audio for Visually Impaired

Bahadur, for his invaluable guidance, continuous encouragement, and insightful
suggestions, which played a crucial role in shaping this research. The authors also extend
their appreciation to all study participants for their valuable time and cooperation, and to
the Department of Computer Science Engineering (Al-ML), Chandigarh University, for
providing a supportive academic environment and necessary resources to successfully
carry out this work.

P28 SAMVAKTI
;LfOURNALs Page No. 10


https://www.samvaktijournals.com/short_research_paper/sjrit.2025.38

Nikunj Jain,

[1]

[2]

[3]

[4]

[3]

[6]

[7]

[8]

9]

REFERENCES

Agrawaal, T., Chauhan, A., Nobre, C., & Soden, R. (2024). What's the rush?
Alternative values in navigation technologies for urban placemaking. In Proceedings
of the 2024 CHI Conference on Human Factors in Computing Systems (pp. 1-17).
ACM.

Bamdad, M., Scaramuzza, D., & Darvishy, A. (2024). SLAM for visually impaired
people: A survey. IEEE Access, 12, 130165-130211.
https://doi.org/10.1109/ACCESS.2024.3454571

Cassidy, C. T., & Branham, S. M. (2025). Dude, where’s my luggage? An
autoethnographic account of airport navigation by a traveler with residual vision. In
Proceedings of the 26th International ACM SIGACCESS Conference on Computers
and Accessibility (pp. 1-13). ACM.

Cai, S., Ram, A., Gou, Z., Shaikh, M., Chen, Y., Wan, Y., Hara, K., Zhao, S., & Hsu,
D. (2024). Navigating real-world challenges: A quadruped robot guiding system for
visually impaired people in diverse environments. In Proceedings of the 2024 CHI
Conference on Human Factors in Computing Systems (pp. 1-18). ACM.

Chang, R, Liu, Y., & Guo, A. (2024). WorldScribe: Towards context-aware live visual
descriptions. In Proceedings of the 37th Annual ACM Symposium on User Interface
Software and Technology (pp. 1-18). ACM.

Choi, M., Kim, T., Kim, S., Kim, T., & Kim, W. (2025). From barriers to breakthroughs:
Rethinking autonomous vehicle design for visually impaired users. Applied Sciences,
15(10), 5659. https://doi.org/10.3390/app15105659

F. B. Kunwar, M. Kumar and S. Rathee, "Photo acquisition system for GEO-tagged
photo using image compression," 2016 3rd International Conference on Computing
for Sustainable Global Development (INDIACom), New Delhi, India, 2016, pp. 3150-
3152.

Gadzhimusieva, D., Gorelova, A., Beigbeder, S., & Lledd, G. (2024). Enhancing
accessibility in academic buildings: A discrete-event simulation approach for robotic
assistance. IEEE Access, 12, 126885-126898.
https://doi.org/10.1109/ACCESS.2024.3415351

Hwang, H., Jung, H., Giudice, N. A, Biswas, J., Lee, S., & Kim, D. (2024). Towards
robotic companions: Understanding handler—guide dog interactions for informed

Page No. 11 ,oo;ngMVAKTI

“% | OURNALS


https://www.samvaktijournals.com/partner/author/nikunjjain294_1633
https://doi.org/10.1109/ACCESS.2024.3454571
https://doi.org/10.3390/app15105659
https://doi.org/10.1109/ACCESS.2024.3415351

Smart Path: An Instantaneous Obstacle Alerts with Audio for Visually Impaired

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

guide-dog robot design. In Proceedings of the 2024 CHI Conference on Human
Factors in Computing Systems (pp. 1-20). ACM.

Indurkhya, B., & Sienkiewicz, B. (2024). Robots and social sustainability. In European
Robotics Forum 2024 (pp. 185-194). Springer. https://doi.org/10.1007/978-3-031-
76424-0_34

Jung, J., & Steinberger, T. (2025). Modes of interaction with navigation apps. In
Proceedings of the CHI Conference on Human Factors in Computing Systems (pp.
1-15). ACM. https://doi.org/10.1145/3613904.3615447

Kamikubo, R., Kayukawa, S., Kaniwa, Y., Wang, A., Kacorri, H., & Asakawa, C.
(2025). Beyond Omakase: Designing shared control for navigation robots with blind
people. In Proceedings of the CHI Conference on Human Factors in Computing
Systems (pp. 1-17). ACM. https://doi.org/10.1145/3613904.3615478

Kan, M., Zhang, L., Liang, H., Zhang, B., Fang, M., Liu, D., Shan, S., & Chen, X.
(2025). eLabrador: A wearable navigation system for visually impaired individuals.
IEEE Transactions on Automation Science and Engineering, 22, 12228-12244.
https://doi.org/10.1109/TASE.2025.3541055

Kanimozhi, T., Chatterjee, P., Pandi, M., Verma, R.K., Kunwar, F.B., Tripathi, N.
(2026). FogCog: Cognitive Computing Based Fog Architecture for Smart Health Care.
In: Mondal, A., Peng, S.L., Ahmed, T., Sarkar, J.L. (eds) Proceedings of International
Conference on Advanced Communications and Machine Intelligence. MICA 2024.
Smart Innovation, Systems and Technologies, vol 115. Springer, Singapore.
https://doi.org/10.1007/978-981-96-5589-2_30

Kunwar, F. B., et al. (2025). Improved Deep Learning with Self-Adaptive Algorithms
for Accurate Stress Detection: Cascaded CNN_BILSTM_GRU Method. Journal of
Theoretical and Applied Information Technology, 103(6). Link:
https://www.jatit.org/volumes/Vol103No6/2Vol103No6.pdf.

Kunwar, F. B., et al. (2025). XAl_MLPCNN: A Novel Explainable Al-Based Deep
Learning Framework for Stress |dentification. Journal of Computer Science, 21(5),
1156-1167. Link: https://doi.org/10.3844/jcssp.2025.1156.1167.

Kunwar, F.B., Chib, S., Tripathi, N. et al. Hybrid deep learning-driven smart energy
management framework in high-tech cities using Lenet, GRU and AJFO. Int. j. inf.
tecnol. (2025). https://doi.org/10.1007/s41870-025-02720-9.

o

A _,ch/AMVAKTI Page No. 12

%2~ |OURNALS


https://www.samvaktijournals.com/short_research_paper/sjrit.2025.38
https://doi.org/10.1007/978-3-031-76424-0_34
https://doi.org/10.1007/978-3-031-76424-0_34
https://doi.org/10.1145/3613904.3615447
https://doi.org/10.1145/3613904.3615478
https://doi.org/10.1109/TASE.2025.3541055
https://doi.org/10.1007/978-981-96-5589-2_30
https://www.jatit.org/volumes/Vol103No6/2Vol103No6.pdf
https://doi.org/10.3844/jcssp.2025.1156.1167
https://doi.org/10.1007/s41870-025-02720-9

Nikunj Jain,

[18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]

Kunwar, F.B., Kumar Yadav, R., Singh, H. (2026). Novel Hybrid Neural Network
Architectures for Stress Detection. In: Mondal, A., Peng, S.L., Ahmed, T., Sarkar, J.L.
(eds) Proceedings of International Conference on Advanced Communications and
Machine Intelligence. MICA 2024. Smart Innovation, Systems and Technologies, vol
115. Springer, Singapore. https://doi.org/10.1007/978-981-96-5589-2_29

Kunwar, Fateh Bahadur, Pareek, Rajneesh, Raj K, Shashi, Nanthaamornphong, Aziz,
Gaur, Nishant and Sharma, Mohit Kumar. "Advanced signal detection in optical
OFDM-VLC with 256-QAM scheme: LSTM-aided BER and PSD optimization over
Rayleigh channels" Journal of Optical Communications. https://doi.org/10.1515/joc-
2025-0286

Kunwar, F.B., Singh, H., Yadav, R.K., Malviya, L., Goyal, P. (2025). Software-Defined
Network-Based Intrusion Detection Blockchain-Driven Context for Industrial Internet
of Things (lloT). In: Kumar, R., Verma, A.K., Verma, O.P., Rajpurohit, J. (eds) Soft
Computing: Theories and Applications. SOCTA 2024. Lecture Notes in Networks and
Systems, vol 1343. Springer, Singapore. https://doi.org/10.1007/978-981-96-5955-
5 46.

Kubota, M., Kuribayashi, M., Kayukawa, S., Takagi, H., Asakawa, C., & Morishima,
S. (2024). Snap&Nav: Smartphone-based indoor navigation system for blind people
via floor map analysis and intersection detection. Proceedings of the ACM on
Human—Computer Interaction, 8(MHCI), 1-22.

Kuratomo, N., Karic, B., & Kray, C. (2025). Explicit vs. implicit auditory displays for
managing people flow in a pandemic: An exploratory study. Interacting with
Computers. https://doi.org/10.1093/iwc/iwaf008

Kuribayashi, M., Uehara, K., Wang, A., Morishima, S., & Asakawa, C. (2025).
WanderGuide: Indoor map-less robotic guide for exploration by blind people. In
Proceedings of the CHI Conference on Human Factors in Computing Systems (pp.
1-21). ACM.

Kwon, N., Lu, Q., Qazi, M., Liu, J., Oh, C., Kong, S., & Kim, J. (2024). AccessLens:
Auto-detecting inaccessibility of everyday objects. In Proceedings of the 2024 CHI
Conference on Human Factors in Computing Systems (pp. 1-17). ACM.

M. Rana and F. B. Kunwar, "A temporal domain audio steganography technique using
genetic algorithm," 2016 3rd International Conference on Computing for Sustainable
Global Development (INDIACom), New Delhi, India, 2016, pp. 3141-3146.

Page No. 13 ,oo;ngMVAKTI

“% | OURNALS


https://www.samvaktijournals.com/partner/author/nikunjjain294_1633
https://doi.org/10.1007/978-981-96-5589-2_29
https://doi.org/10.1515/joc-2025-0286
https://doi.org/10.1515/joc-2025-0286
https://doi.org/10.1007/978-981-96-5955-5_46
https://doi.org/10.1007/978-981-96-5955-5_46
https://doi.org/10.1093/iwc/iwaf008

Smart Path: An Instantaneous Obstacle Alerts with Audio for Visually Impaired

[26]

[27]

[28]

[29]

[30]

[31]

Srinivasan, S., Singh, S., Singh, P., & Kumar, M. (2024). BLIPS: Bluetooth locator for
an indoor positioning system in real-time. In Proceedings of the 7th ACM
SIGCAS/SIGCHI Conference on Computing and Sustainable Societies (pp. 18—-29).
ACM.

Takagi, H., Naito, K., Sato, D., Murata, M., Kayukawa, S., & Asakawa, C. (2025).
Field trials of autonomous navigation robot for visually impaired people. In
Proceedings of the CHI Conference on Human Factors in Computing Systems (pp.
1-8). ACM. https://doi.org/10.1145/3613904.3615390

Tangri, A., Tripathi, N., Chatterjee, P., Kunwar, F.B., Misra, V., Singh, J. (2026). Al-
Driven Stress Detection: Exploring Deep Learning Techniques for Real-Time
Analysis. In: Mondal, A., Peng, S.L., Ahmed, T., Sarkar, J.L. (eds) Proceedings of
International Conference on Advanced Communications and Machine Intelligence.
MICA 2024. Smart Innovation, Systems and Technologies, vol 115. Springer,
Singapore. https://doi.org/10.1007/978-981-96-5589-2_31

Wang, A., Sato, D., Corzo, Y., Simkin, S., Biswas, A., & Steinfeld, A. (2024). TBD
pedestrian data collection: Towards rich, portable, and large-scale natural pedestrian
data. In 2024 |IEEE International Conference on Robotics and Automation (ICRA) (pp.
637-644). IEEE. https://doi.org/10.1109/ICRA57147.2024.10610335

Wei, Y., Rocher, N., Gupta, C., Nguyen, M., Zimmermann, R., Ooi, W., Jouffrais, C.,
& Nanayakkara, S. (2025). Human-robot interaction for blind and low-vision people:
A systematic literature review. In Proceedings of the CHI Conference on Human
Factors in Computing Systems (pp. 1-19). ACM.

Wong, C. Y., Ananto, R. A., Akiyama, T., Nemargut, J., & Moon, A. (2024).
Perspectives on robotic systems for the visually impaired. In Companion of the 2024
ACM/IEEE International Conference on Human-Robot Interaction (pp. 1134-1138).
ACM.

m
=
(o}

g _,ch/AMVAKTI Page No. 14

“%> | OURNALS


https://www.samvaktijournals.com/short_research_paper/sjrit.2025.38
https://doi.org/10.1145/3613904.3615390
https://doi.org/10.1007/978-981-96-5589-2_31
https://doi.org/10.1109/ICRA57147.2024.10610335

	INTRODUCTION
	OBJECTIVES
	LITERATURE REVIEW
	RESEARCH METHODOLOGY
	DISCUSSION / ANALYSIS
	RESULT
	CONCLUSION
	ACKNOWLEDGEMENT
	REFERENCES

